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Abstract

Neural Machine Translation (NMT)
quickly raised the attention of both
academia and industry, obtaining state-
of-the-art results despite being introduced
only recently. One of the strengths of
NMT models is the freedom in the choice
of the representation of the sentences in
input and output. Although words were
used in early NMT models (word-level
models), smaller units, like characters or
subword (e.g. lexemes and affixes), have
become more popular as representation
methods due to the limits of word-level
models in handling out-of-vocabulary
issues.

This paper describes the benefits and prob-
lems of the various representation meth-
ods, focusing on how different architec-
tures have been designed and the quantita-
tive/qualitative analysis of the NMT trans-
lations in relation to the sequence repre-
sentation method.

1 Introduction

Neural Machine Translation (NMT) is an end-to-
end approach to Machine Translation (MT) which
developed rapidly as the predominant paradigm
in this field. Since the first full neural transla-
tion model (Sutskever et al., 2014), impressive im-
provements have been made. NMT methodologies
have outperformed the more established Statisti-
cal Machine Translation (SMT) approaches such
as the Phrase-Based Machine Translation (PBMT)
(Bojar et al., 2016).

Nevertheless, NMT has not overcome several
problems (Koehn and Knowles, 2017) one of
which is translating rare words like nonce words
(terms coined for a single use), morphological

variants (e.g. inflections) or really infrequent
words. Words in Natural Language Processing
(NLP) are generally described by their context. As
a consequence, NLP systems such as NMT models
cannot process correctly rare words due to the lack
of information about such words. To mitigate this
problem, a common solution is to split the words
into smaller units like characters or subwords
(e.g. lemmas and affixes) and use these as in-
put/output of the NMT model (character/subword-
level model).

Subword-level models, obtained by applying
an adapted version of the Byte Pair Encoding
(BPE) algorithm for words (Sennrich et al., 2015),
hold the state-of-art results for the majority of the
shared translation tasks (Bojar et al., 2017). These
models, compared to character-level models, have
better performances, and are much more efficient
in terms of computational cost and memory usage.
Character-level models, instead, are demonstrated
to be more robust in translating sentences with
highly infrequent words (Chung et al., 2016; Lee
et al., 2016; Luong and Manning, 2016). Clos-
ing the gap between character and subword-level
models for NMT is an important research goal.
However, not many attempts have been made to
improve character-level models.

This paper explores the benefits and strengths
of character and subword-level NMT models by
analysing the reasons to prefer one approach to the
other, state-of-the-art models and the studies that
have been made.

Section 2 provides backgrounds on Neural Ma-
chine Translation, in particular, it provides an
overview of the core components of NMT archi-
tectures. Section 3 describes the problems related
to the use of word-level models, how they are
solved by character and subword-level models and
current challenges. Section 4 presents the main
features of recent NMT models architectures. Sec-
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Figure 1: Recurrent Neural Network (RNN) with
one hidden layer (shallow RNN).

tion 5 shows the results obtained by the models
described in Section 4 in a shared translation task
and discusses the discoveries, problems and possi-
ble areas of study of character-level models.

2 Neural Machine Translation

Neural Machine Translation (NMT) is a group of
automatic translation approaches that use neural
networks as core components. Although differ-
ent architectures have been proposed (e.g. Kalch-
brenner and Blunsom (2013) and Vaswani et al.
(2017)), the most largely used so far is the Recur-
rent Neural Network Encoder-Decoder architec-
ture (Sutskever et al., 2014) with attention mecha-
nism (Bahdanau et al., 2014).

2.1 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a more
general feedforward neural network which takes
as input a sequence of vectors x = (z1,...,27)
and returns a sequence of the same length y =
(y1,...,yr). Ina standard RNN, or shallow RNN
(Figure 1), at each time step ¢ the RNN computes
the output of the hidden layer considering both the
input x; and the output of the hidden layer at the
previous time step:

hy = f(ht—laxt) (D

where f is an activation function (e.g. sigmoid,
tanh, etc...).

The main advantage of this approach is that
each output vector y; is conditioned not only by
the vector x; but also by all the previous ones.
This is particularly evident when the input is a
sentence. For instance, in a language model, to
predict a word, the contexts of all the preceding
words are considered without having to use tradi-
tional backoff methods.
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Figure 2: Long Short-Term Memory (LSTM) cell.
The cell contains a memory cell m which is up-
dated at each time step t combining the value
stored in the previous time step and the input. The
hidden state (or output) is obtained with an acti-
vation function which takes as input the filtered
memory cell.
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2.2 RNN Encoder-Decoder

In Machine Translation (MT), it is not always the
case that a sentence and its translation have the
same length, thus standard RNN cannot be applied
directly.

An RNN architecture that solves this problem
is the RNN Encoder-Decoder firstly adopted by
Sutskever et al. (2014) and Cho et al. (2014). This
model is composed by two RNN: the encoder and
the decoder. The idea is to encode a variable-
length sequence into a fixed-sized vector to then
decode into to a variable-length sequence. Given
a sequence X, the objective is to obtain a sequence
y that maximises

T/

p(ylx) o Hp(ytIC, Yty
t=1

Ye-1) (2

where c is the context generated by the encoder
and T the length of the target sequence, which
can be different from the length of the source se-
quence.

2.3 RNN cell variants

Short-distance dependencies can be handled by
RNNs by using simple activation functions in
equation (1). While it is possible that the next out-
put is strictly related to the closer input in terms
of time steps, there are no mechanisms to han-
dle long-distance dependencies. This is due to the
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Figure 3: Gated Recurrent Unit (GRU). A new
hidden state h; is computed by combining the in-
put with the previous hidden state filtered by the
reset gate. The update gate decides whether up-
date the hidden state h; with the newly computed
h; or not.

fact that at each time step ¢, the hidden unit is
used for both storing the history of the sequence
(h1,...,hi—1) and to predict the next output y;.

The Long Short-Term memory (LSTM) archi-
tecture was proposed in Hochreiter and Schmid-
huber (1997) to separate these two tasks by sub-
stituting function f in equation (1) with a block
unit (cell) containing an explicit memory state. An
LSTM cell (Koehn, 2009) (Figure 2) is composed
by a memory state m and three gates that perform
read,write and reset operations on m, respectively
the output, input and forget gates. The memory
state is obtained by

my = gateinput X Ty + gateforget X mi1 (3)
while the output of the cell is

he = f(gateoutput X mt) (4)

where f is an activation function.

To reduce the number of parameters, thus the
computational complexity, Cho et al. (2014) pro-
posed a simplification of the LSTM cell: gated
recurrent units (GRU). A GRU cell (Figure 3)
doesn’t have a separate memory cell, and it is com-
posed only by two gates instead of three: the up-
date and the reset.

updatet = g(Wupdatext + Uupdatehtfl) (5)

resety = Q(Wresetxt + Uresethtfl) (6)

where g is an activation function, while W and U
weight matrices. The hidden state is computed by

hy = updateshy—q1 + (1 — updatet)f;t @)
where
Et = ¢(Waxy + Ul(resety o hy—1)) )
where ¢ is an activation function.

2.4 Attention mechanism

Attention in neural machine translation can be
considered as an alignment mechanism in tradi-
tional statistic machine translation (although they
are not the same thing (Koehn and Knowles,
2017)). Attention mechanisms are used in the de-
coding process to capture relevant parts of the in-
put sentence in order to generate the next word in
the translation (Ghader and Monz, 2017).

The pioneers of attention-based models are
Bahdanau et al. (2014). The model proposed is
an extension of the one in Sutskever et al. (2014)
(Figure 4). The encoder is a bi-directional RNN
that encodes the input into a state vector h =
(hi,..., hy) where each state h; is composed by
the state obtained by scanning the input sequence
backward and forward h; = [ﬁz, ﬁz} The decoder
predicts, at each translation step ¢, the target word
1; based on the hidden state of the decoder sy, the
predicted words y; with ¢ < ¢t and a context vector
¢ also called attention vector. The attention vector
is the weighted sum of the state encoder vector

Ct — Z atjhj (9)
J

o — exp(att(se, hyj))
S explatt(st, hy))

where att(s;, h;) is a function that calculates an
alignment score between the hidden states (Britz
etal., 2017).

Further analysis and development on attention-
based models are made in Luong et al. (2015)
where they classify these mechanisms as global
and local. The former consider all the hidden
states of the encoder when computing the atten-
tion vector ¢;, the latter focus on a subset of source
words per target word.

(10)

3 Source and target sequences

RNN Encoder-Decoder architectures for NMT as
described in Section 2 are considered sequence-
to-sequence models due to the fact that both input



Attention mechanism

? T T Y
™ R ™ s ™ s ™ 'S
[ hy [ hz hm [ S1 > sz — . — 5 - Soﬂmaﬂ
4 > - vy o / \ S \
A A A A A
Encoder Decoder
) B ) A i N S
RNN RNN
[ cell _“'[ s [ cell o s =T
J _J _J v . / “~ J
/ 5 A 7 A A
\
5 B, . 2, =y =~
[ X1 [ X2 Xm [<start> —r—[ — .. —r—[ Vi1 [ Vi ]
J v, J v

Source embeddings

Target embeddings

Figure 4: Sequente-to-sequence Encoder-Decoder model for NMT with attention mechanism. The en-
coder is not bidirectional as described in Bahdanau et al. (2014) to make the image more clear. At time

step ¢ the attention mechanism computes a context vector ¢; from the encoder hidden states Ay, ...

s hm

and the decoder state s;. ¢; and s; are then used to predict the target embedding y;

and output are sequences. For MT tasks, it was
natural to address such sequences as sentences and
its elements as words. It is common for NMT to
encode each element of the sequence (unit) with
a one-hot vector which allows an equal distance
between the units. The NMT models are indepen-
dent from what the one-hot vectors represent. As
a consequence, there are many degrees of freedom
in the choice of the units’ type (words, characters,
or any other symbol encodings).

3.1 Character-level translation

Chung et al. (2016) and Lee et al. (2016) provide
extensive analysis and discussions about the ben-
efits and challenges of using character-level trans-
lation models.

Benefits

The main advantage of character-level translation
models is the capability of dealing with out-of-
vocabulary issues. Rare words are well-known
problems for many NLP tasks and they affect
NMT even more. Due to the high computational
complexity of attention-based Encoder-Decoder
models, it is a common practice to use only a
restricted vocabulary composed by a number of
high-frequency words, usually 30 000 - 50 000
(Sennrich et al., 2015), and replacing the remain-
ing words with the token “UNK”.

Furthermore, character-level models can handle

words’ morphological variants in an efficient way.
It may be the case that a very frequent lexeme has
infrequent morphological variants. As previously
said, it is hard to translate infrequent words. While
word-level models represent each variant as an in-
dependent vector, the character-level ones are able
to identify shared properties between these vari-
ants without having to manually implement lin-
guistics knowledge permitting the model to dis-
cover internal structures of the sentences by itself,
as well obtaining better translations for sentences
containing rare variations.

Challenges

Compared to word-level sequences, character-
level sequences are obviously much longer. This
raises two issues (Lee et al., 2016).

First of all, the computational cost rises dramat-
ically. Since the character-level softmax is consid-
erably faster than the word-level softmax, a slow
down for longer sequences is affordable. How-
ever, the attention mechanism’s computational
cost grows quadratically with respect to the in-
put sequence making naive character-level models
prohibitive in terms of translation time. Secondly,
it is harder to model long-distance dependencies
even when using memory cells like LSTM.

Moreover, building a character-level encoder is
not a trivial task, in fact, it has to learn highly non-
linear functions to map a long sequence of charac-



ters to the meaning of the words.

3.2 Subword and word-level translation

The popularity of word-level translation model de-
rives from intuitional and technical reasons. As
previously stated, it is natural to address a sentence
as composed by words, where each word is a unit
of meaning (Chung et al., 2016). This means that
each word has a specific and unique meaning. For
instance, although the meaning of a lexeme mod-
ified by morphological processes remains close to
the original meaning, the semantic of the obtained
word differs from the lexeme’s one (e.g. “run”
and“runner”). Similarly, words that are similar
in their representation may have completely unre-
lated meanings (e.g. “quit” and “quite”). On the
other hand, representing a sentence as a sequence
of words has technical advantages as well. Word-
level models suffer considerably less of data spar-
sity compared to character-level models and they
have fewer problems in modelling long-distance
dependencies, as discussed in Section 3.1.

Another possible solution to the rare words
problem, instead of using characters to repre-
sent sentences, is to decompose those words into
smaller units, subwords, through a process of word
segmentation. Recently, the Byte Pair Encod-
ing (BPE) data compression techniques (Gage,
1994) adapted to word segmentation (Sennrich et
al., 2015) has become the most popular method.
Although current state-of-art models for differ-
ent translation tasks are based on the BPE seg-
mentation algorithm (Bojar et al., 2017), it is far
away from being a perfect segmentation algorithm
(Chung et al.,, 2016). Nevertheless, subword-
level models provide a reasonable balance be-
tween the advantages and disadvantages of word
and character-level models.

4 Models

Over the past few years, more and more organisa-
tions focused their research on NMT (Bojar et al.,
2015; Bojar et al., 2016; Bojar et al., 2017). While
most of the models attempted to achieve open vo-
cabulary through some sort of segmentation algo-
rithm, not many advances have been made with
character-level models.

This section describes the main characteristics
of the most successful character and subword-
level models. Details about the hyperparameters
settings and the training processes are not covered

in this paper.

4.1 Chung et al. (2016)

The objectives of Chung et al. (2016) were to im-
plement a character-level decoder, and to analyse
possible limitations and improvements of such ap-
proach. In order to achieve character-level transla-
tion, they have introduced a new RNN architecture
called bi-scale RNN. This RNN is composed by
hidden layers that operate with the same amount of
gated unit, but at different timescale (a faster layer
and a slower layer). At each time step ¢, the faster
layer computes the activation given the output of
both the faster and the slower layer at time step
t — 1. The main difference between these two lay-
ers is that the slower layer has as input the output
of the faster layer at time step ¢, which means that
the slower updates only when the faster has fin-
ished computing its input. This architecture was
designed to capture the timescale differences be-
tween processing words and characters. For com-
parison they have also made tests with an existing
RNN decoder which they call base decoder. While
the decoder operates at character-level, the source
sentence is processed and with BPE.

4.2 Lee et al. (2016)

While Chung et al. (2016) have achieved
character-level translation only on target side,
Lee et al. (2016) proposed a fully character-level
model which does not rely on any segmentation
algorithm. Chung et al. (2016) pointed out that
the main problem of a character-level encoder
is its extreme inefficiency. The solution pro-
posed in Lee et al. (2016) is to preprocess the in-
put sentences’ embeddings to reduce drastically
their dimensionality. The input embedding passes
through a single convolutional filter with fixed
width, a pooling layer to segment the output of
the convolutional layer into segments and finally,
a highway layer (Srivastava et al., 2015) to im-
prove the quality of the character-level model. The
decoder used was a standard two-layer character-
level decoder.

4.3 Luong and Manning (2016)

Luong and Manning (2016) proposed a hybrid
word-character RNN architecture in order to take
advantage of both word and character-level mod-
els’ benefits. The base concept of this hybrid
model is to translate at word-level while deal-
ing with “UNK” words at character-level. To



deal with such words, two deep LSTM model are
trained over characters. The first learns from the
source words and replace the "UNK” embedding
with the embedding provided by such character-
level model. The second is called when the word-
level decoder produces a "UNK” word so that it
can be converted into a sequence of characters. In
addition to the hybrid model, they have developed
a naive character-based model.

4.4 Gulcehre et al. (2017)

Gulcehre et al. (2017) claim that although the nat-
ural language is generated word-by-word, it is not
conceived sequentially. For this reason, they ex-
tended the model proposed by Chung et al. (2016)
with a planning mechanism which substitutes the
classic attention method. The main difference
is that the planning mechanism is a predictive
model which plans future alignments and decides
whether to follow it or not. Hence, it computes an
alignment plan matrix with k rows, which stores
the current alignment and the alignments for the
k — 1 next time steps, and a commitment plan vec-
tor which first element, when discretised, tells the
planning mechanism to update the alignment ma-
trix or to shift it.

A more efficient model is to avoid the use of
a plan matrix, instead, the model reuses the same
alignment until the commitment switch activates.
The alignment vector is learned through an im-
plicit unsupervised planning mechanism. This ap-
proach reduces both computational cost and mem-
ory usage.

4.5 Sennrich et al. (2016)

Sennrich et al. (2016) presented the model that ob-
tained the best result for the shared translation task
at WMT 16 (Bojar et al., 2016). The model uses
the BPE segmentation described in Sennrich et al.
(2015) for both source and target sequences, and
as architecture an enhanced model of the attention-
based Bahdanau et al. (2014) later called Nematus
(Sennrich et al., 2017b). Although Nematus dif-
fers from the base Bahdanau et al. (2014) in var-
ious implementation aspects like a different ini-
tialisation for the decoder hidden state, activation
functions and word embeddings, the main differ-
ence is the introduction of depth in the decoder us-
ing conditional GRU blocks with attention. Each
GRU layer is composed of two GRU state transi-
tion blocks and an attention mechanism between
them. The first blocks process the output of the

previous timestep with the encoder context, the
seconds receive as input the context vector com-
puted by the attention mechanism.

This model has been developed further for the
submission for the WMT 17 shared translation
task (Sennrich et al., 2017a) with the addition of
depth in the encoder, an improved segmentation
algorithm, layer normalisation and a better mem-
ory usage.

4.6 Huck et al. (2017)

The model proposed by Huck et al. (2017) repre-
sent the current state-of-art for En-De news trans-
lation (Bojar et al., 2017). They have used Nema-
tus (Sennrich et al., 2017b) as base architecture.
The major contribution of Huck et al. (2017) is
a linguistically-informed segmentation technique.
While on source-side the segmentation algorithm
remains BPE, on target-side three splitting tech-
niques are sequentially applied: a German mor-
phological suffix splitter, a compound splitter and
BPE to reduce the vocabulary size.

4.7 Wuetal. (2016)

While the scientific community has discordant
opinions about the suitability of NMT models
in real-world applications (Junczys-Dowmunt et
al., 2016; Farajian et al., 2017), Google has pre-
sented and deployed' its neural translation sys-
tem (GNMT) (Wu et al., 2016). Although there
is no public implementation of such model, the
architecture description does not differ drastically
from Bahdanau et al. (2014). The RNN encoder
and decoder are composed of 8 layers, both with
a deeply stacked architecture. The second layer
of the encoder has a reversed direction (like the
bi-directional encoder in (Bahdanau et al., 2014)).
Another difference is the use of residual connec-
tions to reduce the computational cost. In practice,
the input of the layer is summed with the output of
the layer itself.

This model has been tested with different sen-
tences representation such as characters, words
and subwords obtained by using a segmentation
algorithm developed by Google called wordpiece
model (WMP) (Schuster and Nakajima, 2012).

"https://blog.google/products/translate/found-translation-
more-accurate-fluent-sentences-google-translate/



Table 1: BLEU scores on WMT newstest English—German obtained from the respective papers

Model 2014 2015 2016 2017
Chung et al. (2016) base bpe2char 21.3 235 - -
Chung et al. (2016) bi-scale bpe2char 213 231 - -
Lee et al. (2016) base char2char 19.7 22,6 262 -
Gulcehre et al. (2017) PAG char2char 21.9 228 - -
Gulcehre et al. (2017) rPAG char2char 21.8 22.7 - -
Huck et al. (2017) base bpe2bpe? - 224 26.8 27.1
Huck et al. (2017) fine-tuned+RL  bpe2bpe - 286 334 27.1
Sennrich et al. (2017b) base bpe2bpe 20.1 232 26.7 -
Sennrich et al. (2016)  ensemble+RL  bpe2bpe 254 28.1 342 -
Sennrich et al. (2017a) ensemble+RL  bpe2bpe - - 36.2 283
Wu et al. (2016) base char2char 22.6 - - -
Wu et al. (2016) base wpm2wpm  24.6 - - -
Wu et al. (2016) ensemble+RL  wpm2wpm  26.3 - - -

5 Results and Discussion

5.1 Task and Dataset

In this paper, the models described in Section 4
are directly compared by analysing the results ob-
tained in translating news from English to Ger-
man®.

The choice of the task was driven by two mo-
tivations: first, translating into more morpho-
logically reach languages such as German is a
challenging task for machine translation (Sen-
nrich, 2016); second, as previously said, not many
character-level translation systems have been de-
veloped, so a common shared task was an obvious
choice for a better comparison.

The dataset used by the models for training, val-
idation and testing are provided by the Confer-
ence* on Machine Translation (WMT). Although
the training and validation set did not change con-
siderably over the years, the testing sets differ each
time with a number of sentences varying between
2100 and 3200 for the English-German language
pair.

5.2 BLEU score

BLEU (Papineni et al., 2002) is an automatic eval-
uation method for MT systems which has become
the de facto standard metric for such models.
Table 1 shows the BLEU scores obtained by
character, subword and mixed models described
in Section 4. The results are directly obtained

3Luong and Manning (2016) will not be included in this
direct comparison because they did not attempt this task
*Previously Workshop

from the original papers, however, for the fully
character-level model Lee et al. (2016), the exper-
iments are run by Sennrich (2016) since the origi-
nal paper does not report the results for translating
English to German. The score for this model may
also be lower compared to the other scores because
it has been evaluated with a case-sensitive method.

Comparing these results, different considera-
tions can be made. First of all, they show clearly
that fine-tuning the hyperparameters, enhancing
the training data and using ensemble models with
RL reranking (Liu et al., 2016) improve drastically
the performance of the NMT model, from 1.7 (Wu
etal.,2016) up to 7.6 (Sennrich et al., 2016) BLEU
score points difference from the base model.

Secondly, not considering the tuned and en-
semble models, the scores obtained by character-
level models do not perform much worse than the
subword-level ones, in some cases, their scores are
even higher. In fact, all the analysed character-
level models’ performances can be compared to
the actual state-of-art base model (Sennrich et al.,
2017b).

Lastly, more complex architecture does not al-
ways result in a better model. In Chung et
al. (2016) the proposed bi-scale RNN performed
worse than more basic RNN Encoder-Decoder.
While (Gulcehre et al., 2017) managed to drasti-
cally simplify their first model without lowering
down much their BLEU score.

5.3 Human evaluation

Despite the fact that the limitations of automatic
evaluation methods are well known to the scien-



tific community (Callison-Burch, 2009), it is not
rare to find models evaluated only with BLEU
score. This is due to the conception that hu-
man evaluation methods are expensive and time-
consuming, while an automatic method like BLEU
score is immediate and provides a fair approxi-
mation of human judgements. Lee et al. (2016)
pointed out that “BLEU encourage reference-like
translations and do not fully capture true transla-
tion quality”, for this reason, it is still not possi-
ble to determine the quality of a translation (its
adequacy or fluency) trough automatic evaluation
methods. In addition, the experiments made by
Wu et al. (2016) have shown that improvements
in the BLEU score are not always reflected in the
human evaluation.

A mismatch between the BLEU score and
a human assessment is shown in the transla-
tion shared task WMT 17 (Bojar et al., 2017)
English—+German. As shown in Table 1, the
model that obtained the highest BLEU score is
Sennrich et al. (2017a). However, the Direct As-
sessment (DA) made by human assessors in Bojar
et al. (2017) ranked the adequacy of the translation
made by Huck et al. (2017) superior to Sennrich et
al. (2017a).

About character-level models, the human as-
sessment made by Lee et al. (2016) has shown that
the fully character-level model is more robust than
(Chung et al., 2016) in four different scenarios
such as spelling mistakes, rare words, morphol-
ogy and nonce words. While it is still not possible
to determine firmly if a char2char model is better
(or worse) than other models, it is interesting to
notice that despite the fact that char2char models
generate the target sequence character by charac-
ter, the resulting sequence remains a long and co-
herent sentence.

5.4 Grammatical quality

Recently, Sennrich (2016) has conducted an exten-
sive evaluation of three different models: Lee et al.
(2016) (char2char), Chung et al. (2016) (bpe2bpe)
and Sennrich et al. (2017b) (bpe2bpe). The ob-
jective of this evaluation is to determine the abil-
ity of bpe-based model to handle unseen names
and to assess the grammatical quality of character-
generated translations and how the length of the
target sequence influence it.

To do so, it is necessary to capture how well
a model handles linguistic phenomena. Sennrich

(2016) propose a new evaluation method which
consists in comparing the probability of generat-
ing two sentences: the reference sentence and a
contrastive sentence (a sentence with a specific
translation error). For this purpose, it has been cre-
ated a test set containing 97 000 contrastive trans-
lation pairs making possible to compute the accu-
racy of the models with five linguistic phenom-
ena: noun phrase agreement, subject-verb agree-
ment, separable verb particle, polarity and translit-
eration.

The results obtained with such method has
shown that character-decoder models outperform
in terms of generalisation to unseen words. How-
ever, BPE-decoder generates more grammatically
correct sentences, especially when long-distance
dependencies are involved.

5.5 Further work

Since the introduction of a fully neural network-
based translation system, more and more organi-
sation shifted their research into this field. This is
reflected in the number of NMT models submitted
for the WMT shared translation task over the past
few years. However, among these models only a
few are character-based.

Despite the fact that character-level models
have important benefits and strengths as discussed
in the previous sections, not much attention has
been put on these models, although several im-
provements and studies can be made.

e Computational cost: the main factor that
prevents researchers using character-level
models is the prohibitive computational cost
needed for training such models. An extreme
example is the naive char2char model devel-
oped by Luong and Manning (2016) which
took three months to be trained. Although
an attempt to improve the training process of
char2char model has been made (Zhao and
Zhang, 2016), the resulting architecture was
overly complicated.

e Deep architecture: almost the totality of
character-level models are based on shallow
RNN with at most two layers. It is known
that deeper neural networks are able to cap-
ture more complex structures, while in NMT
depth improves the translation quality result-
ing in an increase in both BLEU scores and
cross-entropy (Barone et al., 2017).



e Ensemble: recent ensemble subword-level
models outperform drastically the perfor-
mance of single models. While different
settings have been tried with subword-level
models (e.g. layer normalisation, RL rerank-
ing etc...), more complex settings have to be
made for character-level models.

e Long-distance dependencies: due to the
length of a sequence of characters, long-
distance dependencies are not well captured
by char2char models. Although Gulcehre et
al. (2017) did not evaluate their method in
relation to long-distance dependencies, plan-
ning future alignments could possibly im-
prove the quality of such translations. An-
other challenge could be improving the mem-
orisation ability of gated units without drasti-
cally increment the number of parameters.

e Morphology: Huck et al. (2017) have shown
that the introduction of little morphological
information improves the quality of the trans-
lations. Character-level models have been
proven to be able to capture more morpholog-
ical information by itself than other types of
model. However, it is believed that learning
jointly translation and morphology can result
in a better model (Belinkov et al., 2017).

6 Conclusion

Due to the high computational cost of NMT mod-
els, their vocabularies are strictly limited com-
pared to SMT models. This caused severe prob-
lems with highly infrequent words and rare mor-
phological variants. To mitigate this problem three
different approaches have been developed: divide
the sentences into subwords (word segmentation),
consider the sentence as a sequence of characters
or use a mixed model (a word-level model that
handle the problematic words at character-level).

Although subwords do not completely solve this
problem due to non-optimal segmentation meth-
ods, they have become the most popular sen-
tence representation method. While character-
level models outperform subword-level models
when translating infrequent words and morpho-
logical variants, it cannot handle too long-distance
dependencies and their extremely high computa-
tional cost made them unappealing for practical
uses.

While different attempts have been made to im-
prove translations with long-distance dependen-
cies and the efficiency of character-level models,
many margins of improvements are left to enhance
overall performances of character-level models.
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